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Abstract—In this paper, we introduce an advanced tech-
nique for incorporating heuristic knowledge distillation into
reinforcement learning agents. Our approach utilizes a two-stage
learning process, where a teacher model, trained with heuristics,
guides a student model in acquiring knowledge directly from
the environment through reinforcement learning. To assess the
performance of our method, we applied it to a logistics loading
scenario, addressing an online 3D bin packing problem in both
simulated and real-world robotic environments. Experimental
results revealed that our method outperforms both the stan-
dalone heuristic and conventional RL models, highlighting the
effectiveness of the heuristic knowledge distillation architecture
in enhancing RL agent performance across diverse settings.

Index Terms—Heuristic knowledge transfer, Reinforcement
learning, Robotics, Bin packing problem, Real-world application

I. INTRODUCTION

Reinforcement learning (RL) has emerged as a powerful
paradigm for training intelligent agents to interact with com-
plex environments and learn optimal behaviors [1]. However,
in real-world applications, especially in robotics, RL-based
approaches face several challenges, such as slow convergence,
sample inefficiency, and generalization difficulties. Addition-
ally, designing an appropriate reward function can be chal-
lenging, even with expert knowledge of the task. To address
these challenges, researchers have explored various techniques
for incorporating prior knowledge into RL methods [2]–[4].

One promising approach is to leverage heuristic knowledge,
which refers to problem-specific strategies based on human
knowledge that can guide the agent’s learning process. By
combining heuristic knowledge with RL, we can expect ad-
vantages such as increased sample efficiency, better general-
ization, and improved robustness. However, if the heuristic
knowledge is not well-chosen or is too specific to the training
environment, it can easily lead to overfitting and limited
flexibility. Furthermore, striking a balance between heuristic
knowledge and the RL learning process is crucial to ensure
sufficient guidance for the RL model while preserving its
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Fig. 1: The model overview of H2RL. (a) Heuristic replaces
the actor in the teacher model to learn the teacher critic. (b)
Using the pretrained teacher critic to train the student agent.

capacity for learning and adaptation. Therefore, it is neces-
sary to develop a methodology that actively utilizes heuristic
knowledge in the early stages of RL learning to pursue
sample efficiency and fast convergence, as well as to enable
flexible learning and adaptation through interaction with the
environment through RL.

In this paper, we introduce a novel heuristic knowledge
distillation framework, termed Heuristic to Reinforcement
(H2RL), for the effective training of reinforcement learning
(RL) agents. (Fig. 1). Specifically, the proposed architecture
trains a teacher critic to predict the expected cumulative
return from the observed state obtained by the heuristic under
environmental and behavioral uncertainties. A student model
transfers pretrained teacher critic’s knowledge to the student
agent while interacting with the environment.

To validate the effectiveness of the proposed approach, we
applied it to the logistics loading problem. Solving the loading



problem through learning is essential to increase production
efficiency through collaboration with robotics [5]–[7]. We
extended the loading task to the 3D Bin Packing Problem (3D-
BPP) [8] and designed an online environment for loading 3D
box objects into a bin. Results show that our method achieved
higher space utilization (SU) than the heuristic and plain RL in
both simulation and real-world settings. Moreover, our learned
critic used as a buffer controller led to an increase in SU.

II. RELATED WORK

A. Bin Packing Problem

The bin packing problem (BPP) is one of the classic
optimization problems with diverse dimensions and conditions
[9]–[11]. As an NP-hard problem, heuristics are typically
preferred for BPP. Various offline heuristics have been pro-
posed, including a greedy policy approach [12], [13]. 3D-
BPP presents additional challenges, with heuristic approaches
attempted [14]–[19]. However, unpredictable future constraints
in real-world logistics environments limit the effectiveness of
heuristics. To overcome these limitations, we combine RL with
a heuristic to improve solution quality.

B. Reinforcement Learning with Heuristics

The combination of RL and heuristics has proven to be
effective for tasks that can be defined in terms of case-
based learning [20]–[22]. By incorporating heuristics, RL can
leverage offline data and environmental information to improve
learning efficiency, rather than starting from scratch [23], [24].
In contrast to previous research, we attempted to integrate
heuristics within RL replacing role of teacher. This approach
allows our model to easily adapt to optimal behavior and
improve the efficiency of task performance.

C. Knowledge Distillation

Knowledge distillation is a technique for transferring knowl-
edge from a large teacher model to a small student model
[25]. It has been extensively utilized in various supervised
scenarios [26]–[28]. Despite its relative lack of attention in
RL, knowledge distillation can help student agents improve
performance and learning efficiency [29]–[31].

III. METHOD

H2RL consists of two main steps. First, train the teacher
critic to predict state-value (cumulative reward) following
the action of the heuristic. Second, train the student agent
interacting with the environment, using the pretrained teacher
critic. In the second step, the knowledge of the teacher critic
is distilled to the student agent in actor-critic RL style. In this
way, we expect the student agent to learn heuristic behaviors
while searching for more valuable actions from the heuristic.

A. Environment for Online 3D-BPP

We construct an RL environment of online 3D-BPP in the
form of Markov Decision Process (MDP). The state has two
elements: bin space and object size. We represent the bin
space as the top-view 2D-depth map of size (W,H,D) (width,

Fig. 2: An implementation of a simulation and real-world
experimental setting.

height, and depth, respectively). Each depth value is measured
following uniform intervals to the bin. After placing the new
object, depth map values on the region of placement decrease.
The upcoming object size is represented as (w, h, d).

Observing the state, the agent decides x and y (0 ≤ x <
W, 0 ≤ y < H), the placing location for the upcoming object
as an action. The placing point is determined by choosing one
point on the depth map grid. The agent can change the object
orientation (0◦ or 90◦ around the z-axis). The z-component
of the placement is decided as the highest point at the support
surface. A portion of actions in a certain state are physically
infeasible due to the bin boundary violation and the unstable
support surface. We assume the support surface is unstable if
the ratio of the highest flat area is lower than 90%.

The reward is a volume of the object w × h × d for
each placement. The bigger object leads to a higher im-
mediate reward, but space for future objects may decrease.
Therefore, the agent should carefully determine the placement
to maximize the cumulative rewards. Furthermore, the agent
should consider the environmental constraints. As the episode
terminates when an infeasible action is chosen, the agent will
learn to avoid infeasible actions as they take away the chance
of getting rewards afterward.

B. Training Teacher Critic from Heuristic

This paper aims to train the student model, an RL agent,
by distilling heuristic knowledge, using a well-performing
heuristic for online 3D-BPP as an example.It determines the
placement using the sliding window K of size (w, h, d) equal
to the upcoming object size. It finds the first feasible placement
scanning the depth map with K. This process is conducted for
each of the two object orientations, then determines the final
placement as the one that causes least variance of the depth
map values after placement.

To make a gradient-based teacher from the non-gradient
based heuristic, we train the teacher critic network to evaluate
the heuristic. Considering the proposed RL form, the teacher
critic can learn to predict the expected cumulative return from
the observed state obtained by the heuristic. We used tem-
poral difference (TD) [32] learning to train the teacher critic
network. The critic network learns rich state-value predictive
knowledge from the heuristic by incorporating environmental
and behavioral uncertainties. Notably, when training teacher



critics, a four-directional shifting noise is added to the heuristic
decision (noisy heuristic) to improve the critic’s generalization
capacity by showing more diverse states.

C. Training Student Agent from Teacher Critic

After the teacher critic training phase, the heuristic knowl-
edge can be distilled through the critic network to the student
agent. Any RL algorithm with actor-critic structure [33] can be
used to train the actor of the student agent with the pretrained
teacher critic network. When the initialized student agent
wanders the environment, the pretrained teacher critic routes
the actor to the relatively higher value states. It allows the
student agent to improve policies more effectively than with
a plain critic. The teacher critic can be used frozen when the
student learns, but we do not freeze it to mitigate potential
distribution shifts between the heuristic and learning policy.
To prevent the student from attempting infeasible actions, we
train a feasibility network as an auxiliary task.This network
predicts action feasibility and blocks unfeasible actions based
on the prediction, as described in [34].

D. Buffer Control with Learned Critic

In some practical variations of online 3D BPP scenarios, the
worker may utilize a small buffer to enhance load efficiency.
Storing some upcoming objects in the buffer slots gives a
chance to ‘swap’ the object soon to be placed. As the critic
predicts future value based on the bin space and the object
size, the optimal object in the buffer can be chosen by finding
an object that maximizes critic value about the given bin space.

IV. EXPERIMENTS

To investigate the proposed framework, we compared the
space utilization (SU) of four methods: heuristic (zero noise),
noisy heuristic (maximum noise is set to 3), plain RL (RL),
and our H2RL, in two different environments. We compared
our method with a heuristic using a UR5e robot arm and a
RealSense D435i vision sensor in the real world.

A. Experimental Settings

We constructed two different environmental settings for the
experiments, varying bin size and object size distribution. In
Env-1, a 20× 20× 20 bin and object sizes ranging from 6 to
14 with interval 2 for the all axes were prepared. In Env-2, a
30× 30× 30 bin and object sizes ranged from 12 to 16 with
interval 2 for the x-axis and y-axis, and from 5 to 10 for z-axis
were prepared. Env-2-r is the real-world version of Env-2. For
H2RL, the teacher critics were trained for 5M with the noisy
heuristic, then student agents were trained for 10M with the
teacher critic. Plain RL agents were trained from scratch for
10M. Proximal Policy Optimization (PPO) [35] is used for
both H2RL and plain RL.

B. Results

The two upper rows in table I show the average SU for
100 episodes of each method in different simulated settings.
RL attained higher SU than Heuristic in Env-1, but not in
Env-2. However, H2RL found a more optimized solution

Heuristic Heuristic
(Noisy)

RL H2RL
(Ours)

Env-1 48.60% 33.20% 50.67% 54.46%
Env-2 61.97% 33.89% 43.39% 65.35%
Env-2-r 58.93% 47.58% 27.75% 59.10%

TABLE I: Comparison of space utilization (SU) in different
methods.

Buffer-1 Buffer-2 Buffer-3 Buffer-4 Buffer-5
Env-1 57.58% 59.31% 61.77% 62.57% 63.69%
Env-2 68.73% 70.94% 72.55% 73.37% 73.77%

TABLE II: Comparison of space utilization (SU) by H2RL in
different number of available buffer slots.

than heuristic in both settings and also outperformed RL.
Surprisingly, while the noisy heuristic performed worst, H2RL,
which was influenced by the noisy heuristic, performed best.
Moreover, H2RL demonstrated slightly faster convergence and
enhanced sample efficiency compared to plain RL. This result
indicates that H2RL benefited from the noisy heuristic to find
the most valuable actions. Since the teacher critic had observed
stable episodes made by the heuristic and had learned what
states bring relatively high value, H2RL took these advantages
from the student agent to learn the proper behaviors effectively.
The row below table I demonstrates the averaged results for ten
episodes in Env-2-r. The overall performance changed since
the box distribution differed slightly from Env-2. Regardless
of the real-world properties, H2RL held the highest SU.

Table II demonstrates the SU of H2RL in buffer-utilized
settings with a different number of available buffer slots. SU
increased proportionally to the number of slots. This result
reveals the essential ability of critics to estimate the impacts
of various object sizes, enhancing SU through buffer control.

V. CONCLUSION

This paper introduces H2RL, a novel approach that ad-
dresses the limitations of RL by effectively leveraging human
knowledge. The proposed method employs knowledge distil-
lation to predict the critic’s value for the state distribution
using a heuristic. This leads to a substantial improvement in
the performance of student agents, surpassing the heuristic
with high SU in both simulated and real-world 3D BPP tasks.
Although we evaluated the performance of our model on a
single task, we plan to extend our approach to multiple tasks
in future work to assess its robustness.
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