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Abstract—Automatic off-line design is an attractive approach
to implementing robot swarms. In this approach, a designer
specifies a mission for the swarm, and an optimization process
generates suitable control software for the individual robots
through computer-based simulations. Most relevant literature
has focused on effectively transferring control software from
simulation to physical robots. For the first time, we investigate
(i) whether control software generated via automatic design is
transferable across robot platforms and (ii) whether the design
methods that generate such control software are themselves trans-
ferable. We experiment with two ground mobile platforms with
equivalent capabilities. Our measure of transferability is based
on the performance drop observed when control software and/or
design methods are ported from one platform to another. Results
indicate that while the control software generated via automatic
design is transferable in some cases, better performance can be
achieved when a transferable method is directly applied to the
new platform.

Index Terms—Automatic design, swarm robotics, transferabil-
ity, AutoMoDe, evolutionary robotics.

I. INTRODUCTION

A robot swarm [1], [2] is a highly redundant group of robots
that operates autonomously without relying on centralized
control or external infrastructure. Instead, swarm individuals
rely on local sensing and communication to self-organize [3].
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By acting collectively, robots can accomplish tasks that they
could not accomplish individually [4].

Designing the collective behavior of a swarm is particularly
challenging. No universally applicable methodology exists for
developing the control software of the individual robots so that
a desired collective behavior emerges [5]. Typically, designers
manually refine control software until the desired collective
behavior is obtained. This trial-and-error design process is
costly, time-consuming, and does not guarantee reproducible
or transferable results. Automatic off-line design [6] is an
appealing alternative. In this approach, the problem of design-
ing control software for individual robots is re-formulated as
an optimization problem. Given mission specifications and a
platform description, an optimization algorithm searches for
suitable control software for the robots. The automatic design
process aims to produce control software that maximizes
swarm performance in the mission at hand, according to a
mission-specific performance metric provided as part of the
mission’s formal specification.

Neuroevolution [7] is the traditional approach to the au-
tomatic off-line design of robot swarms. In this approach,
control software takes the form of an artificial neural network
with parameters tuned via artificial evolution. More recently,
automatic modular design [8] has been proposed as an alter-
native to neuroevolution. In modular design, an optimization
algorithm selects and tunes predefined software modules into
a specific control architecture (e.g., finite-state machines [8]
or behavior trees [9]). Both in neuroevolution and the modular
approach, the design process is conducted via computer-based
simulations. The resulting control software is then transferred
to physical robots and assessed in the target environment.

Control software produced via automatic off-line design
suffers from the reality gap [10]. Unavoidable differences be-
tween the design environment (simulation) and the deployment
environment (physical robots) can cause a performance drop



Fig. 1. From left to right, e-puck and Mercator robots.

in the swarm [8], [11]–[14]. When comparing design methods,
the smaller the performance drop, the greater a method’s
ability to cross the reality gap.

Building on this idea, we study the transferability of control
software and automatic design methods across different robot
platforms. We contend that the process of transferring control
software across different platforms gives rise to challenges
akin to those presented by the reality gap. When discussing
transferability, we consider cases where the control software
is designed for one platform and then deployed on another, or
when an automatic design method conceived for one platform
is applied to another. This is reminiscent of the reality gap
problem, which emerges when designing control software in
simulation for execution on real robots.

In this preliminary study, we first investigate the conditions
under which modular and neuroevolutionary design methods
conceived for a given robot platform can produce control
software for a different one. Then, we investigate whether
control software produced via automatic design can be directly
transferred from one platform to another. The two platforms
considered are ground robots endowed with equivalent sensing
and actuation capabilities.

II. EXPERIMENTS

We consider two swarms: one comprising three e-puck [15],
[16] robots, and the other, three Mercator [17] robots. We can
formally describe the sensing and actuation capabilities of the
two platforms with the same reference model RM 1.2 [18]—
see Table I—which defines the inputs and outputs on which
control software operates [8]. This is key to enabling the
transferability between the two platforms. The e-puck and
Mercator (Figure 1) differ in size, with the e-puck being
roughly one-third the size of the Mercator. They also differ
in linear speed and sensor range. However, their speed/size
and sensor-range/size ratios are approximately the same.

We design control software for e-pucks and Mercators
using two automatic methods originally conceived for the e-
puck: Chocolate and EvoStick. Chocolate [11] is a
modular design method from the AutoMoDe [19] family and
EvoStick [8] is an implementation of the neuroevolutionary
approach. We select these two methods because they have been
largely used in the automatic design of collective behaviors

TABLE I
REFERENCE MODEL RM 1.2. INPUT AND OUTPUT VALUES OF

E-PUCKS’ (EP) AND MERCATORS’ (ME) CONTROL SOFTWARE.

Input Value–EP Value–ME Description

prox ((0, 1); (−1, 1)π) ((0, 1); (−1, 1)π) proximity vector
light ((0, 1); (−1, 1)π) ((0, 1); (−1, 1)π) light vector
gnd {b, g,w} {b, g,w} ground reading
n [0, 2] [0, 2] no. neighbors
V ((0, 1); (−1, 1)π) ((0, 1); (−1, 1)π) neighbors vector

Output Value–EP Value–ME Description

vk∈{l,r} (−10, 10) cm/s (−30, 30) cm/s target velocity

Period of the control cycle: 0.1 s.
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Fig. 2. Experimental scenarios in AGGREGATION, FORAGING, and GRID
EXPLORATION. The workspace of the e-pucks is about one-third the size
of Mercators’ workspace. The pictures show an example of the initial
configuration at the beginning of each mission.

for e-pucks [19]—both in simulation and reality. Previous
results confirm that they can generate control software for
various missions, including aggregation, foraging, and cover-
age [8], [11]–[13], [20]. In our experiments, we consider three
missions: AGGREGATION, FORAGING, and GRID EXPLO-
RATION—see Figure 2. In AGGREGATION, robots must ag-
gregate on a black spot. In FORAGING, robots must iteratively
travel between small black spots and a larger white region. In
GRID EXPLORATION, robots must explore the environment
and continuously visit every cell of a grid. We adjust the size
of the environment according to the relative size of the robots:
the e-pucks operate in an environment that is one-third the size
of the Mercators’ one. The performance of the two swarms is
computed using the same performance measures. We produce
a total of 120 instances of control software using Chocolate
and EvoStick—ten for each platform, mission, and method.
We assess each instance once in simulation (expected per-
formance) and once with physical robots (real performance).
We conduct simulations in ARGoS3 [21]—a simulator widely
used in swarm robotics research.

III. RESULTS AND DISCUSSION

When assessed in simulation, the control software produced
by both Chocolate and EvoStick, for both e-pucks and
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Fig. 3. Comparison of control software produced by EvoStick and Choco-
late for e-pucks (EP) and Mercators (ME). We aggregate the results obtained
in the three missions using a Friedman test. For each method and platform,
we present average ranks and 95% confidence intervals. The lower, the better.

Mercators, demonstrates meaningful behavior and effectively
performs the missions. When assessed in reality, the control
software produced by Chocolate maintains satisfactory
behavior on both platforms. In contrast, control software pro-
duced by EvoStick does not typically reproduce simulation
results on either platform. The differences between simulation
and reality are known effects of the reality gap: previous
research has shown that design methods from the AutoMoDe
family are more robust to the reality gap than those based on
neuroevolution [12]–[14]. The different degree of robustness
to the reality gap between Chocolate and EvoStick had
been only reported for e-pucks. Here, we show that similar
results also apply to Mercators. Demonstrative videos are
available for download in the Supplementary material1.

To investigate the extent to which Chocolate and
EvoStick are transferable from the e-puck—the platform
for which they were originally conceived—to the Mercator, we
compare the performance of the control software they produce
for the two platforms. We aggregate the performance across
the three missions considered using a Friedman test [22]—
see Figure 3. In simulation, the swarm of e-pucks performs
better than the one of Mercators, both for Chocolate and
EvoStick. This result was expected, as the two design
methods were conceived for the e-puck and were applied to
Mercators without any adaptation. In the experiments with
the physical robots, the swarm of e-pucks performs better
than the one of Mercators when they execute control software
produced by Chocolate. On the other hand, the swarm of
Mercators performs better than the e-pucks when they execute
control software produced by EvoStick. This result was
unexpected and suggests that EvoStick, although originally
conceived for the e-pucks, is more robust to the reality gap
when adopted to design control software for Mercators. This
indicates that the effects of the reality gap are not only method-
dependent but also platform-dependent. By comparing the
relative performance of Chocolate and EvoStick, we can
conclude that, under the experimental conditions considered
in the study, Chocolate transfers better from e-pucks to
Mercators than EvoStick—see Figure 3.

We also investigate the extent to which the control software
automatically produced by Chocolate and EvoStick can
be transferred between e-pucks and Mercators. To this end,

1Supplementary material: https://iridia.ulb.ac.be/supp/IridiaSupp2023-001
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Fig. 4. Comparison of control software produced by EvoStick and Choc-
olate when assessed on the platform for which it has been produced (NT,
for not transferred) and on the counterpart (TT, for transferred)—regardless
whether the design was performed for e-pucks or Mercators. We aggregate
the results obtained in the three missions using a Friedman test. We present
average ranks and 95% confidence intervals. The lower, the better.

we transfer the control software produced for e-pucks to
Mercators, and vice versa. We assess the control software
produced by the two methods both on the platform for which
it has been produced and on the counterpart. Also in this
case, we do this in simulation and reality. We aggregate
the performance across the three missions using a Friedman
test—see Figure 4. When assessed in simulation, the control
software produced by EvoStick performs better than the
one produced by Chocolate. After transferring the control
software, we observe that the one produced by Chocolate
performs better than the one produced by EvoStick—see
Figure 4. The performance drop caused by transferring the
control software is significantly larger for EvoStick than
for Chocolate. We observe a rank inversion between the
two design methods. It is known that EvoStick can achieve
a better performance in simulation by overfitting the design
process to the simulated model of the e-puck [12], [14].
We argue that this overfitting prevented a proper transfer
of the control software to Mercator—as it happens when
transferring control software between simulation and reality.
In the experiments with the physical robots, Chocolate and
EvoStick show a performance drop after transferring the
control software between e-pucks and Mercators. However,
the control software produced by Chocolate transfers better
than the one produced by EvoStick—see Figure 4.

These preliminary results indicate that automatic design
methods and the control software they produce can be trans-
ferred from one robot platform to another—provided that the
two have equivalent sensing and actuation capabilities. The
best results are obtained by transferring a method, that is,
by applying a method originally designed for a platform to
another one—as opposed to transferring the control software
it produces for the original platform to the other one. We will
also investigate whether protocols to predict the robustness of
design methods to the reality gap [14] can be used to predict
the transferability of control software across platforms.

USE OF AI TECHNOLOGIES IN THE WRITING PROCESS

During the preparation of this work, the authors used Ope-
nAI ChatGPT to proofread and edit for language issues and
stylistic inconsistencies—see Supplementary material. After
using this tool, the authors reviewed and edited the manuscript
as needed and take full responsibility for the content.
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